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 بیان مسئله. 1

دربـاره  هاي اخلاقی بنیـادینی   هاي هوش مصنوعی، پرسش با پیشرفت پرشتاب فناوري
طـور   انـد. هـوش مصـنوعی بـه     ها مطرح شده نحوه توسعه، استفاده و پیامدهاي این فناوري

هاي عدالت کیفري و  کند؛ از نظام هاي حساس انسانی دخالت می گیري اي در تصمیم فزاینده
محیطی و تعاملات اجتمـاعی. در ایـن    هاي پزشکی گرفته تا مدیریت منابع زیست تشخیص

ــان، چــالش ــاي ا می ــیض الگــوریتمی، نقــض حــریم خصوصــی،   ه ــی همچــون تبع خلاق
هایی جـدي بـراي متفکـران،     اجتماعی به دغدغهـ   هاي انسانی پذیري، و گسست مسئولیت
 .گذاران و جوامع علمی بدل شده است قانون

هاي موجود در اخلاق هوش مصنوعی، مبتنی بـر اصـولی سـکولار و     بیشتر چهارچوب
رسـانی هسـتند.    ي، سودمندي، عدالت و عـدم آسـیب  محور همچون خودمختاري فرد غرب

ویـژه   هرچند این اصول در فضاي جهانی کاربردهایی دارند، اما در بسـیاري از جوامـع، بـه   
 از صـرفاً  و شـود  مـی  تلقی انسانی ـ  دار در منظومه الهی جوامع اسلامی، اخلاق امري ریشه

 خداونـد،  با انسان چندلایه رابطه از بلکه شود، نمی استخراج جامعه یا فناوري با فرد تعامل
 .گیرد می سرچشمه محیط و دیگران خود،

توجهی در ادبیات پـژوهش دربـاره طراحـی یـک چهـارچوب       در این راستا، خلأ قابل
شـناختی بـراي تحلیـل و هـدایت توسـعه هـوش        اخلاقی مبتنی بر مبانی الهیاتی و انسـان 

تـري از وظـایف اخلاقـی     عمیقتواند درك  شود. چنین چارچوبی می مصنوعی احساس می
جاي تمرکز صرف بر پیامـدها، بـه    هاي نوین ارائه دهد؛ زیرا به انسان در مواجهه با فناوري

هاي او در قبال خداوند، خود، همنوعان  هویت و جایگاه انسان در جهان هستی و مسئولیت
 .و طبیعت توجه دارد

توان با الهام از نظـام اخلاقـی    بنابراین، مسئله اصلی این پژوهش آن است که چگونه می
 ـ محیط با و دیگران با خود، با خدا، با ـاسلامی و در چارچوب چهار رابطه بنیادین انسان  
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هـم از پشـتوانه نظـري عمیـق      کـه  کـرد  طراحـی  مصـنوعی  هوش براي اخلاقی مدل یک
  برخوردار باشد و هم قابلیت کاربرد در تحلیل مسائل اخلاقی معاصر را دارا باشد؟

  

  . تعاریف و ایضاح مفهومی2
  قبل از پرداختن به مطالب اصلی مقاله ذکر چند نکته ضروري است:

  شناسی هوش مصنوعی . اصطلاح1 -2
هـوش مصـنوعی   در بحث هوش مصنوعی، دو رویکرد اصلی وجود دارد: یکی ناظر به 

 .یک عامل هوشمند یا محصولعنوان  و دیگري به عنوان یک رشته علمی به

 آن هـدف  کـه  است رایانه علوم از اي شاخه همنزل نخست، هوش مصنوعی بهرویکرد در 
نه در مصـنوعات بشـري اسـت. از    هوشمندا رفتارهاي انجام و تفکر براي ها رایانه آموزش

تـلاش  «اند؛ از جملـه   دیدگاه این رویکرد، تعاریف متعددي براي هوش مصنوعی ارائه شده
هاي فکري  خودکارسازي فعالیت«، (Haugeland 1985) »هاي اندیشمند براي ساخت ماشین

هایی براي انجام کارهایی که انسان بـا تفکـر    هنر ساخت ماشین«، (Bellman 1978) »انسان
  هــاي هوشــمند   مطالعــه طراحــی عامــل  «و  (Kurzweil 1990) »دهــد انجــام مــی 

(Poole, Mackworth and Goebel 1998).   
شود.  اطلاق می ماشین هوشمندیی یعنی در رویکرد دوم، هوش مصنوعی به محصول نها

نظارت ت، توانایی پردازش اطلاعا :ها مطرح شده است سه سطح از هوشمندي براي ماشین
 .)1389(مایکروسافت  سازي هوش انسانی شبیهو  بر محیط

گونـه   انسان :براي تعریف ماشین هوشمند همچون انسان، چهار رهیافت ارائه شده است
منطقـی  ، مانند انسـان  (Bellman 1978) گونه فکر کردن انسان، (Kurzweil 1990) کردن عمل

 .(Russell and Norvig 2010) کردن عقلانی عملو  (Winston 1992) فکر کردن

. دیـدگاه افراطـی   اسـت  قويو  ضعیف هاي مهم تقسیم هوش مصنوعی به بحثیکی از 
افـزار   امـه و سـخت  نبر رابطـه  مشابه مغز و ذهنهوش مصنوعی قوي بر آن است که رابطه 
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خروجـی درسـت    اي مناسب و ورودي/ رایانه است؛ یعنی اگر سیستم فیزیکی داراي برنامه
(سـرل   باشد، دقیقاً به همان معنا که انسان ذهن دارد، آن سیستم نیـز ذهـن خواهـد داشـت    

در مجموع، هوش مصنوعی در سـیر تحـول خـود از یـک     . )1387(ریونز کرافت  )1388
و مباحث نظـري   است هاي هوشمند پیشرفته حرکت کرده تولید عامل تلاش علمی به سمت

 .شود ها را شامل می سازي انسان تا امکان وجود ذهن در ماشین آن، از مدل

  
  . اهمیت پرداختن به هوش مصنوعی و پیامدهاي آن2 -2

 تـأثیرات  کـه  اسـت  ویکـم  بیست قرن هاي فناوري ترین آفرین تحول از یکی مصنوعی هوش
 ایـن . اسـت  گذاشـته  جـا  بـه  فلسـفی  و حقوقی اجتماعی، اقتصادي، علمی، هاي زمینه رد زیادي
 آن از مـؤثر  استفاده ها، گزارش طبق و دهد افزایش را پذیري رقابت و وري بهره تواند می فناوري
 (Bughin, et al. 2018)بیفزاید  جهانی اقتصاد به دلار تریلیون 13 از بیش 2030 سال تا تواند می

(European Commission 2019) مشـاغل  اتوماسـیون  باعـث  مصـنوعی  هـوش  دیگر، سوي از 
 Acemoglu and Restrepo) اسـت  شـده  بـالاتر  هـاي  مهـارت  با جدید مشاغل ایجاد و تکراري

 کـرده  ایجـاد  تبعـیض  و عدالت مسئولیت، درباره اخلاقی سؤالات فناوري این همچنین،. (2020
 Bostrom and) قضـائی  و پزشـکی  ماننـد  گیـر  تصـمیم  هـاي  سیسـتم  زمینـه  در ویـژه  به است،

Yudkowsky 2014) (O'Neil 2016)نظـارتی  و امنیتـی  نظامی، ابعاد در همچنین مصنوعی . هوش 
 Brundage, et) شود منجر جهانی تهدیدات و تسلیحاتی رقابت به است ممکن و است تأثیرگذار

al. 2018) .دربـاره  هـایی  پرسـش  و پرداختـه  دانـش  ارزیـابی  و تولید به فناوري این نهایت، در 
 فنـاوري  ایـن  بـه  توجـه . (Stone, et al. 2016) کنـد  می مطرح ماشینی و انسانی شناخت ماهیت
  .است آن مخاطرات کنترل و ها فرصت از برداري بهره براي اي رشته میان وگوي گفت نیازمند

  

  . پیشینه و نوآوري مقاله3 -2
هـاي   ترین دغدغـه  عنوان یکی از مهم ذشته بهطی دهه گ اخلاق هوش مصنوعیموضوع 
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هـاي   اي در مرز فناوري، فلسفه، حقوق و الهیـات مطـرح شـده اسـت. سـازمان      رشته میان
هـایی   اند چارچوب هاي پیشرو تلاش کرده هاي بزرگ فناوري و دانشگاه المللی، شرکت بین

وهش در خصوص تاریخچه پژبراي اخلاق توسعه و استفاده از هوش مصنوعی ارائه دهند. 
  بندي کرد: هاي مختلف زیر دسته توان به دوره اخلاق هوش مصنوعی را می

 از مصـنوعی  هوش اخلاق حوزه در مطالعه ):تر پیش و 1990 دهه( ها پژوهش آغاز. 1
 توسـط  دارتمـوث  کنفـرانس  و 1950 دهـه  بـه  آن ریشه هرچند گرفت، شدت 1990 دهه
-اجتمـاعی  تـأثیرات  بـر  اولیـه  تمرکـز . گردد بازمی شانون و راچستر مینسکی، کارتی، مک

   . (Russell and Norvig 2010) بود نابرابري و اشتغال مانند ها فناوري این اقتصادي
 پذیري مسئولیت و شفافیت همچون مباحثی دهه، این در ):2000 دهه( اخلاقی مفاهیم توسعه. 2
 مسـئولیت  بـر  (Bostrom and Yudkowsky 2014) و )Floridi 2016(چـون   آثـاري . شـد  برجسته
  .(Fahmideh, et al. 2021) داشتند تأکید پاسخگویی و ها الگوریتم شفافیت اخلاقی،

 را هـا  توجه پیچیده، هاي الگوریتم و عمیق یادگیري ظهور ):2010 دهه( نوظهور هاي چالش. 3
 بـر  دکرافور کیت. کرد جلب خصوصی حریم نقض و جنسیتی و نژادي تبعیض مانند موضوعاتی به

 در نیـز  فلوریـدي  . (Crawford 2016) داشـت  تمرکـز  هـا  نابرابري تشدید در مصنوعی هوش نقش
 موجـودات  تمـامی  کـه  داد ارائـه  »اینفوسـفر « مفهـوم  بـا  نـوین  چارچوبی اطلاعات اخلاق کتاب

  .(Floridi, Cowls, et al. 2018 ) داند می ذاتی ارزش داراي را) غیرانسانی و انسانی( اطلاعاتی
 بـراي  اخلاقی راهنماي« 2019 در اروپا کمیسیون :استانداردسازي و اخلاقی اصول. 4
ـ   فنـی  اسـتحکام  و مـداري،  اخلاق مندي، قانون اصل سه با را »اعتماد قابل مصنوعی هوش

 جملـه  از کنـد،  مـی  مطـرح  را کلیـدي  اخلاقـی  الزام هفت راهنما این. کرد منتشر اجتماعی
 مطالعاتی. (European Commission 2019) پاسخگویی و عدالت، شفافیت، انسانی، عاملیت
 عنـوان  بـه  پاسخگویی و انصاف شفافیت، به نیز  (Jobin, Ienca and Vayena 2019)همچون 
  .کردند اشاره مصنوعی هوش اخلاقی ارکان
 حـال  در همچنـان  اخلاقـی  مباحث فناوري، سریع پیشرفت با :نوین هاي چالش و آینده. 5
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 تـدوین  نیازمنـد  ماشـین  - انسـان  تعامـل  و هـا  سیستم خودمختاري چون اتیموضوع. اند تحول
  .هستند بالقوه منفی آثار و خطرات با مقابله براي جدید اخلاقی جامع هاي چارچوب

با وجود این پیشینه غنی، هنوز مدل مشخصی که اخلاق هوش مصنوعی را بـر اسـاس   
تحلیـل کنـد، در ادبیـات پژوهشـی     انسان با خدا، خود، دیگران و محـیط    روابط چهارگانه

اسـلامی  ـ   وجود ندارد. این خلأ، ضرورت طراحی و تبیین چنین مدلی را در بسـتر بـومی  
نوآوري این پژوهش آن است که اخـلاق هـوض مصـنوعی را بـر اسـاس       .سازد نمایان می

اصولی که در کتاب نظام اخلاقی قرآن استخراج شده است و در روابط چهارگانه انسـان بـا   
 کند. ا، خود، دیگران و طبیعت تبیین میخد

  
  . فواید و پیامدهاي منفی هوش مصنوعی4 -2

با توجه به تأثیراتی که دارد داراي فواید و پیامدهاي منفی نیـز هسـت    مصنوعی هوش
  شود. که در ادامه توضیح داده می

  
  مصنوعی هوش . فواید1 -4 -2

  فواید هوش مصنوعی عبارتند از:
ü کـاهش  و وري بهـره  افـزایش  باعث مصنوعی هوش: خودکارسازي و وري بهره افزایش 

 هوش مصنوعی از استفاده کینزي، مک گزارش طبق. شود می مختلف صنایع در ها هزینه
 دهـد  افـزایش  را کـار  نیروي وري بهره و دهد کاهش درصد 30 تا را ها هزینه تواند می

(Bughin, et al. 2018).  
ü طراحـی  هـا،  بیماري تشخیص در وش مصنوعیه: سلامت و پزشکی علوم در پیشرفت 

 یـادگیري  هاي مدل. است کرده ایجاد انقلابی ها بیماري سیر بینی پیش و جدید داروهاي
 عمـل  متخصص پزشکان از بالاتر یا برابر دقتی با ریوي هاي بیماري تشخیص در عمیق
  .(Ardila, et al. 2019) کنند می
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ü هـوض مصـنوعی،   بـر  مبتنـی  آموزشـی  يها سیستم: فردي یادگیري و آموزش ارتقاي 
 آموزشـی  هـاي  نابرابري کاهش به توانند می و کرده فراهم را شده سازي شخصی آموزش
  .(Luckin, et al. 2016) کنند کمک

ü در هـا  داده تحلیـل  بـه  هوش مصنوعی: بزرگ هاي داده تحلیل و علمی هاي پژوهش توسعه 
 از انسـانی  سـلول  اطلس پروژه در. دکن می کمک شناسی زیست و فیزیک مانند مختلف علوم

AI است شده استفاده سلول ها میلیون تحلیل براي (Regev, et al. 2016).  
ü اقلیمـی  تغییرات سازي مدل در هوش مصنوعی: محیطی زیست هاي چالش حل به کمک 

 پایـدار  توسـعه  اهداف به رسیدن در تواند می و دارد کاربرد انرژي مصرف سازي بهینه و
  .(UNEP 2021) کند کمک

  
  مصنوعی هوش منفی . پیامدهاي2 -4 -2

هوش مصنوعی علیرغم فوایدي که دارد پیامدهاي منفی نیز دارد که در ادامه به بعضـی  
  شود: ها اشاره می از آن
ü حـریم  نقـض  دربـاره  هـایی  نگرانی هوش مصنوعی، پیشرفت با: خصوصی حریم نقض 

 در. اسـت  شـده  مطـرح  لایـن آن پایش و چهره تشخیص هاي سیستم در افراد خصوصی
 هـاي  فنـاوري  برخـی  بـا  کـه ) 12 الحجرات،( است شده اشاره تجسس از نهی به قرآن
  .(Budiman, et al. 2025) دارد مغایرت مصنوعی هوش

ü هـاي  تبعیض به است ممکن مصنوعی هوش هاي الگوریتم: اجتماعی عدالت و نژادي تبعیض 
 اي گونـه  بـه  بایـد  هـا  الگـوریتم  و دارد أکیـد ت عدالت بر قرآن. شوند منجر جنسیتی یا نژادي
  .  (Qaraḍāwī 2003) (Elmahjub 2023) ببرند بین از را تبعیض که شوند طراحی

ü انسـانی  اشـتغال  کـاهش  به منجر تواند می اتوماسیون: فردي مسئولیت و اشتغال کاهش 
هـوش   زا اسـتفاده  و ،)105 التوبـه، ( است تلاش و کار به موظف انسان قرآن، در. شود

  .(.iqra n.d) نشود تهدید افراد معیشت و اشتغال که باشد اي گونه به باید مصنوعی
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ü مصرف زیادي انرژي هوش مصنوعی بر مبتنی هاي سیستم: انرژي منابع رویه بی مصرف 
 زیسـت  محـیط  از حفاظت به قرآن. برساند آسیب زیست محیط به تواند می که کنند می

 محیطـی  زیسـت  پایداري اصول با باید AI توسعه و) 61 ره،البق ;58 النساء،( دارد تأکید
  .(Budiman, et al. 2025) باشد همسو

ü براي اخلاقی هاي چارچوب که است ضروري: مصنوعی هوش براي اخلاقی گري تنظیم 
 کـه  کنند وضع قوانینی باید المللی بین نهادهاي. شوند تدوین هوش مصنوعی گري تنظیم
  .(.Miller n.d) کنند محافظت طبیعی منابع و ماعیاجت عدالت خصوصی، حریم از

 بـراي  بـالایی  ظرفیـت  دیجیتـال،  تحول هاي ران پیش از یکی عنوان به مصنوعی هوش
 و اخلاقـی  اصـول  رعایـت  و صحیح گري تنظیم نیازمند اما دارد، بشر زندگی کیفیت ارتقاي
  .شود جلوگیري آن احتمالی هاي آسیب از تا است دینی

  
ي اخلاقی در کنترل پیامـدهاي هـوش مصـنوعی در چهـارچوب     کارها . راه3

  اصول اخلاقی قرآن
تعاریف مختلفی از اخلاق شده اسـت. منظـور از اخـلاق در ایـن نوشـتار چهـارچوب       

. اسـلام دیـن   )1403و غیـره   ،(مهـدوي نـور   رفتاري است که یک عامل باید رعایت کنـد 
ست؛ لازمه این امر آن است که اصولی ها آمده ا ها و مکان جاودانی است که براي همه زمان

را مطرح کرده باشد و این اصول طبق شـرایط زمـان تفصـیل داده شـوند. مهـدوي نـور و       
و  ،(مهدوي نـور  اصل از قرآن کریم در روابط چهارگانه انسان استخراج کردند 38همکاران 

  شود.  که در ادامه مصادیق آن در هوش مصنوعی استخراج می )1403غیره 
  

  . در ارتباط انسان و خدا1 -3
 عـدم  و خدا به خداوند، ایمان اصول اسلام در ارتباط انسان با خدا عبارتند از: شناخت

 صـالح و اداي  عمل خدا، انجام با انسان خواست بودن جهت خدا، هم به محبت خدا،  به کفر
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 ـ)1403و غیره  ،نور (مهدوي الهی است امانت اربرد . آیا این اصول در هوش مصنوعی نیز ک
 ها انسان این و ندارد اي اراده یا تاکنون خودآگاهی ابزار، یک عنوان به مصنوعی دارد؟ هوش

 عهـده  بـر  را آن از صـحیح  اسـتفاده  مسـئولیت  دینی، و اخلاقی اصول هدایت با که هستند
هوش مصنوعی داراي فاعلی است کـه از سـاخت آن قصـدي دارد و بـراي کـاربرد       .دارند

کند. این اصول باید ناظر بر طـراح و سـازنده آن باشـد. در واقـع      میخاصی آن را رعایت 
 نیـز  مصـنوعی  هـوش  زمینه طور غیر مستقیم در به خدا، با انسان ارتباط در اسلامی اصول
 اسـتفاده  و توسـعه  بـراي  مبنایی عنوان به توانند می اصول این. باشند داشته کاربرد توانند می

  . گیرند قرار دهاستفا مورد مصنوعی هوش از اخلاقی
ü داشـته  » ایمـان «توانـد   هوش مصنوعی نمـی : )5-2خداوند (البقره،  به ایمان و شناخت

 خـالق  خداوند اینکه بر تأکید باشد. حس فاعلی دهندة باشد، اما طراحی آن باید بازتاب
 جهت در را ها فناوري تا دارند مسئولیت زمین، بر او خلیفه عنوان به ها انسان و یکتاست

 هـاي  نیـت  بـا  مصنوعی هوش توسعه به تواند می نگرش این. گیرند کار به صلاح و خیر
  .شود منجر ها انسان زندگی بهبود راستاي در و خیرخواهانه

ü تواننـد  مـی  اصـول  ایـن : خـدا  بـا  انسـان  خواسـت  بـودن  جهـت  هـم  و خـدا  به محبت 
 ـ کننـد  طراحـی  اي گونـه  بـه  را مصنوعی هوش تا کنند ترغیب را دهندگان توسعه  بـا  هک
    .خیرخواهی و رحمت عدالت، مانند باشد، سو هم الهی اهداف و ها ارزش

ü از اسـتفاده  و توسـعه : )72الهی (الاحـزاب،   امانت اداي و )3صالح (العصر،  عمل انجام 
مصنوعی باید در راستاي انجام عمل صالح باشد. هر عملی که از هوش مصنوعی  هوش
ن اسـت و عمـل آن پـاي ایشـان نوشـته      زند بازتاب نیات طراحـان و سـازندگا   سرمی
شود. انسان حامل امانت الهی است و اداي این امانت به معناي گرفتن صفات خدایی  می

 رعایـت  نیازمنـد  که شود گرفته نظر در الهی امانتی عنوان به باید است و این کار فقط با
 ـ اسـت  هـایی  سیسـتم  ایجـاد  معناي به این. است انصاف و عدالت اخلاقی، اصول  از هک
  .کنند جلوگیري سوءاستفاده و عدالتی بی تبعیض،
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  . در ارتباط انسان و خود2 -3
 دانسـتن  تواند رعایت شود عبارتند از: ارزشـمند  در ارتباط انسان با خود اصولی که می

 دانسـتن  حقیقی و دنیا زندگی دانستن خود، بازیچه استعدادهاي شکوفایی براي عمر، تلاش
 خود قواي ها، مدیریت فقدان بر نخوردن تأسف و ها داشته از ننبود آخرت، سرمست زندگی

دوسـتی، دیـداري،    طلبـی، خیـال، زیبـا    طلبی، حقیقـت  طلبی، کمال بقا، قدرت شامل: (حب
 بـدن اسـت   سلامتی به داشتن و توجه داشتن، نظم صبر و شنیداري و قوه جنسی)، استقامت

ي ایـن اصـول در اخـلاق هـوش     . امـا مصـادیق و کاربردهـا   )1403و غیـره   ،نور (مهدوي
  مصنوعی چیست؟

 عنـوان  بـه   مصـنوعی  هوش اخلاق در تواند می خود با انسان ارتباط در اسلامی اصول
 و مصـادیق  ادامـه،  در. رود کار به فناوري این از مسئولانه استفاده و توسعه براي راهنمایی
  :شود می بررسی مصنوعی هوش اخلاق زمینه در اصول این کاربردهاي

ü 72استعدادها (الاحزاب،  شکوفایی براي تلاش و )3-1عمر (العصر،  دانستن زشمندار(: 
 خـود  اسـتعدادهاي  و زمـان  از بایـد  مصنوعی هوش کاربران و دهندگان نخست توسعه

 زنـدگی  کیفیـت  بهبـود  بـه  کـه  شـود  ایجاد هایی فناوري تا کنند استفاده بهینه صورت به
هـایی   همچنـین بایـد سیسـتم    .نمایـد  جلوگیري منابع هدررفت از و کند کمک ها انسان

 هـاي  الگـوریتم  جلـوگیري کنـد؛ بـراي مثـال      کاربران زمان اتلاف از طراحی شود که
 آموزشـی  هاي به کاربران توصیه نکنند. علاوه بر آن سیستم ارزش بی محتواي گر توصیه
 بـراي مثـال  کنند توسعه یابند.  می تقویت و شناسایی را کاربران استعدادهاي که هوشمند
مصـنوعی   شده توسعه داده شود. هـوش  سازي شخصی یادگیري براي تطبیقی هاي پلتفرم
  کار رود.   به ها انسان توانمندسازي براي ابزاري عنوان به تواند می
ü این اصـل در   :)20آخرت (الحدید،  زندگی دانستن حقیقی و دنیا زندگی دانستن بازیچه

زودگذر است. در  هاي لذت بر معنوي و بلندمدت اهداف به دهی اولویت انسان به معناي
 محـدود  مـادي  منـافع  به تنها نباید فناوري هاي پیشرفت اینکه بر هوش مصنوعی تأکید
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 مصنوعی هوش توسعه. داشت توجه نیز آن اخلاقی و معنوي تأثیرات به باید بلکه شود،
 و اجتمـاعی  ايه ـ آسـیب  ایجاد از و باشد اخلاقی و انسانی هاي ارزش راستاي در باید

 انسـانی  اهـداف  گـر  تسهیل که هایی الگوریتم همچنین در طراحی .کند جلوگیري معنوي
 بـراي  کننـده  بینی پیش هاي سیستم تواند راهنما باشد. براي مثال طراحی باشند می پایدار
 از محیط زیست یکی از این موارد است. مصـداق دیگـر اجتنـاب    بحران یا فقر کاهش
 در اعتیـادآور  هـاي  الگـوریتم  محـدودکردن  مدت ماننـد  کوتاه ربمخ رفتارهاي تقویت
  اجتماعی است. هاي شبکه

ü دهنـدگان  توسـعه : )23ها (الحدید،  فقدان بر نخوردن تأسف و ها داشته از نبودن سرمست 
 هـا  سیسـتم  مستمر بهبود به فناوري، دستاوردهاي به نسبت غرور بدون و تواضع با باید

 اسـتفاده  یـادگیري  بـراي  فرصـتی  عنوان به ها آن از ها، شکست با مواجهه در و بپردازند
 خوداصـلاحگري  که هایی یکی از مصادیق آن در هوش مصنوعی طراحی سیستم .کنند
 تشـخیص  هـاي  مـدل  کنند اسـت. بـراي مثـال    می اجتناب 1الگوریتمی تکبر از و دارند

کننـد.   ن نمـی دهند و به طـور یقینـی مطلبـی را بیـا     می نشان را قطعیت عدم که پزشکی
 خـودران  خودروهاي هاي سیستم مثلاً خطاها برابر در آوري تاب براي همچنین طراحی

  .یابند یکی از مصادیق دیگر آن است می بهبود خطا، از پس که
ü مـدیریت  بـه  بایـد  مصـنوعی،  هـوش  از اسـتفاده  و طراحـی  در :درونی قواي مدیریت 

 از سوءاسـتفاده  از تـا  داشـت  هتوج ـ طلبـی  کمـال  و طلبی قدرت مانند انسانی تمایلات
هاي زیـر را   نمونه .گردد ایجاد عادلانه و منصفانه هایی سیستم و شود جلوگیري فناوري

  توان از مصادیق این اصل دانست: می
o هاي خودمختار مـثلاً   حب بقا: جلوگیري از رفتارهاي خودمحورانه در سیستم

  ند.ده هایی که منافع جمعی را بر بقاي خود ترجیح می ربات
o هایی که به دنبال انحصار یا سوءاستفاده از  طلبی: محدودسازي الگوریتم قدرت

  گر انحصارطلب. هاي توصیه مثلاً نظارت بر سیستم ؛قدرت هستند

                                                                                                                                        
1. overconfidence 
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o مــثلاً اجتنــاب از ، پــذیري ســازي و انعطــاف طلبــی: تعــادل بــین بهینــه کمــال
  ناپذیري منجر شود. که به انعطاف 1سازي بهینه بیش

o مـثلاً  ، دهی به شفافیت و مبارزه بـا اطلاعـات نادرسـت    طلبی: اولویت حقیقت
  هاي تشخیص اخبار جعلی. الگوریتمتوسعه 

o مـثلاً  ؛ گذارند هایی که به کرامت انسانی احترام می زیبادوستی: طراحی سیستم
 آمیز. اجتناب از تولید محتواي تحقیرآمیز یا خشونت

o که طبیعت انسـان را تحریـک   هایی  قواي جنسی: جلوگیري از طراحی سیستم
 همچنین مقاومتکند؛ براي مثال محدودیت براي نمایش آثار پورنوگرافی.  می
 رد بـراي مثـال   غیراخلاقـی  امـا  سـریع  نتایج به دستیابی براي فشار برابر در

  زنند.  می آسیب خصوصی حریم به که سودجویانه پیشنهادات
ü نیـاز  که است بر زمان و پیچیده يفرآیند مصنوعی هوش توسعه :داشتن صبر و استقامت 

 اسـتقامت  موانـع،  و ها چالش با مواجهه در باید دهندگان توسعه. دارد پایداري و صبر به
 کـه  هـایی  سیستم همچنین توسعه .باشند متعهد ها سیستم مستمر بهبود به و باشند داشته

 ولانیط ـ هـاي  بحران مدیریت براي مصنوعی هوش دارند؛ براي مثال بلندمدت پایداري
   .اقلیمی استفاده شود تغییرات مانند

ü از اطمینان و توسعه فرآیند در انضباط و نظم رعایت :بدن سلامتی به توجه و داشتن نظم 
 زننـد،  نمی آسیب کاربران روانی و جسمی سلامتی به مصنوعی هوش هاي فناوري اینکه
 ماننـد  سلامت گرحمایت هاي سیستم براي مثال توسعه .است برخوردار بالایی اهمیت از

 ابزارهـایی  طراحی از رواندرمانی و همچنین اجتناب هاي اپلیکیشن یا پرستار هاي ربات
 از اسـتفاده  تـوان  زنند از مصادیق این اصل است. براي مثال می می آسیب سلامت به که

  زا را محدود کرد تا از آسیب به کاربران جلوگیري شود. استرس نظارتی هاي فناوري
 اخلاقی چارچوبی به توانند می اند، شده طراحی ها انسان هدایت براي گرچها اصول، این

                                                                                                                                        
1. over-optimization 
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  :شوند؛ زیرا تبدیل مصنوعی هوش براي
ü جویی سلطه بدون جامعه به خدمت( است محور انسانیت.(  
ü طلبی قدرت یا سازي بهینه در افراط از اجتناب( است متوازن.(  
ü يپذیر اصلاح و پاسخگویی، شفافیت،( است پذیر مسئولیت.(  

 که آموزشی است مصنوعی هوش سیستم یک مثال از کاربرد اصول مذکور طراحی یک
 ،)اسـتعدادها  شـکوفایی ( کنـد  می راهنمایی استعدادهایشان اساس بر را جستجوگران نه تنها
  ).روان سلامتی به توجه( کند می جلوگیري حد از بیش فشار با اضطراب ایجاد از بلکه

 متخصصـان  و فقهـا  فیلسوفان، همکاري نوعی نیازمنداصول مذکور در هوش مص تطبیق
  .کنند ترجمه عملیاتی و فنی زبان به را معنوي هاي ارزش تا است مصنوعی هوش
  

  . در ارتباط انسان و دیگران3 -3
 توانـد رعایـت شـود عبارتنـد از:  برابردانسـتن      در ارتباط با دیگران نیز اصولی که مـی 

 و ها، همدلی انسان داشتن دیگران، دوست به نداشتن بد مانمؤمنان، گ دانستن ها، برادر انسان
 نکردن، با با (مسخره نکردن احترامی نداشتن، خیرخواهی، بی نداشتن، کینه همدردي، حسادت

 بـا  فحشـا  اشـاعه  نـدادن)، عـدم   نکردن و دشنام نکردن، تحقیر نزدن، توهین صدا بد القاب
نـزدن)،   نکـردن، تهمـت   جـویی  یـب ع و نکـردن، تجسـس   نکـردن، غیبـت   گناه به (تظاهر
بـا   دیگـران  امـوال  هـا، حرمـت   انسـان  جان نکردن، حرمت ندادن، فتنه فریب و نگفتن دروغ
 کـاري  نکـردن و کـم   نکـردن، غصـب   نداشتن، سـرقت  معامله در نکردن، غش فروشی (کم

 عهـد  بـه  و وفـاي  )حمـایتگري ( عدالت، احسـان  و انصاف نرساندن، رعایت نکردن)، آزار
  . کاربرد این اصول در هوش مصنوعی به شرح زیر است:)1403ور, و غیره (مهدوي ن

ü نـژادي،  تبعیض بدون که هایی الگوریتم توسعه  در هوش مصنوعی :ها انسان دانستن برابر 
باشـند   داشته کارایی یکسان طور به کاربران همه براي و کرده عمل فرهنگی یا جنسیتی

کـاربرد   پنهان هاي سوگیري شناسایی براي مداوم یبازبین و متنوع هاي داده از استفادهو 
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 اسـاس  بـر  تنها که است  هوشمند استخدام هاي سیستم یک نمونه از آن .این اصل است
  .کنند می ارزیابی شایستگی

ü توانـد شـامل     در هـوش مصـنوعی مـی    :هـا  انسان داشتن مؤمنان و دوست دانستن برادر
 کـه  هـایی  سیسـتم  شـود: الـف) ایجـاد    ر میها ذک مواردي باشد که در ادامه بعضی از آن

 همـدل  مجـازي  جوامـع  ایجـاد  بـه  و کرده تقویت را کاربران بین همبستگی و همکاري
 بهبـود  بـه  که هایی فناوري سالمندان. ب) توسعه یا تنها افراد به کمک کنند؛ مانند کمک
ماننـد   بگیرنـد؛  نظـر  در را هـا  آن واقعـی  نیازهاي و کرده کمک ها انسان زندگی کیفیت
کننـد و ج)   مـی  تقویـت  را انسـانی  ارتباطـات  که مجازي دستیارهاي یا ها ربات توسعه

 حـذف  زننـد؛ مـثلاً   مـی  دامـن  را نفـرت  یـا  تفرقه که هایی سیستم طراحی از جلوگیري
  .اجتماعی هاي شبکه در افراطی محتواي

ü راحـی مصادیق این اصل در هوش مصنوعی عبارتنـد از: ط  :دیگران به نداشتن بد گمان 
 بـر  و کـرده  پرهیـز  کـاربران  دربـاره  ناعادلانه قضاوت و داوري پیش از که هایی سیستم
 بـر  مبتنـی  هـاي  الگـوریتم  طراحـی  .کنند گیري تصمیم طرف بی و معتبر هاي داده اساس

 ناعادلانـه  قضـاوت  بـدون  را کلاهبرداري که بانکی هاي سیستم براي مثال اعتمادسازي
 که تبلیغاتی هاي الگوریتم مانند مخرب هاي رقابت تقویت از کنند و اجتناب می شناسایی
  .نکنند تشدید را ناسالم رقابت

ü هـاي  رابـط  مصادیق این اصل در هـوش مصـنوعی عبارتنـد از: ایجـاد     :همدردي و همدلی 
 .دهنـد  ارائـه  همدلانـه  و مناسـب  هـاي  پاسخ و کرده درك را کاربران احساسات که کاربري

 هـاي  بـات  چـت  ماننـد  همدلانه پاسخگویی براي 1احساسات تشخیص هاي طراحی سیستم
  .اند حساس بیماران عاطفی نیازهاي به که پرستار هاي روانی و ربات هاي بحران در مشاوره

ü فرهنــگ مصــادیق ایــن اصــل در هــوش مصــنوعی عبارتنــد از: تــرویج :نداشــتن حســادت 
  .فناوري در انحصارطلبی از جلوگیري و دهنده توسعه جوامع در منابع و دانش گذاري اشتراك

                                                                                                                                        
1. Affective Computing 
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ü از که هایی الگوریتم مصادیق این اصل در هوش مصنوعی عبارتند از: ایجاد :نداشتن کینه 
  .کنند جلوگیري تولیدي محتواهاي در خشونت و نفرت ترویج

ü به که هایی سیستم مصادیق این اصل در هوش مصنوعی عبارتند از: توسعه :خیرخواهی 
  .باشند کننده کمک انسانی ائلمس حل در و بوده جامعه نفع
ü و نکردن تحقیر نکردن، توهین نزدن، صدا بد القاب با نکردن، مسخره( نکردن احترامی بی 

 جلوگیري و کردن مصادیق این اصل در هوش مصنوعی عبارتند از: فیلتر ):ندادن دشنام
وعی و مصـن  هـوش  بر مبتنی هاي پلتفرم در تحقیرکننده و آمیز توهین محتواي انتشار از

 پرخاشـگري بـا   بـا  مواجهـه  در حتی کاربران به که صوتی دستیارهاي متنی و طراحی
  .دهند می پاسخ احترام

ü نکـردن،  جـویی  عیب و تجسس نکردن، غیبت نکردن، گناه به تظاهر( فحشا اشاعه عدم 
 خصوصـی  حـریم  حفـظ : مصنوعی عبارت اسـت از  هوش در کاربرد آن ):نزدن تهمت
 هـا،  آن رضـایت  بـدون  شخصـی  اطلاعات انتشار یا آوري جمع از جلوگیري و کاربران

 هاي خصوصی، طراحی الگوریتم حریم در تجسس از جلوگیري براي ها داده رمزگذاري
 ماننـد  غیراخلاقی محتواي تولید ابزارهاي و محدودسازي 1نادرست اطلاعات با مبارزه
  .مستهجن محتواي یا جعلی هاي فیک دیپ

ü شـفافیت  تضمین: مصنوعی عبارت است از هوش در کاربرد :ندادن فریب و نگفتن دروغ 
 در کـاربران، شـفافیت   بـه  اعتمـاد  قابل و صحیح اطلاعات ارائه و ها سیستم عملکرد در

 از اسـتفاده  باشند و ممنوعیـت  آگاه گیري تصمیم منطق از کاربران تا 2ها سیستم عملکرد
  .یشینگف یا جعلی هاي تماس مانند کلاهبرداري براي مصنوعی هوش

ü یـا  توسعه از جلوگیري: مصنوعی عبارت است از هوش در کاربرد این اصل :نکردن فتنه 
  .شوند جامعه در اختلاف یا ناآرامی ایجاد باعث توانند می که هایی سیستم از استفاده

ü اینکـه  از اطمینـان : مصـنوعی عبـارت اسـت از    هـوش  در کاربرد آن :ها انسان جان حرمت 

                                                                                                                                        
1. Fake News Detection 
2. Explainable AI 

 [
 D

ow
nl

oa
de

d 
fr

om
 p

dm
ag

.ir
 o

n 
20

26
-0

1-
29

 ]
 

                            15 / 20

https://pdmag.ir/article-1-2176-fa.html


 1403پاییز و زمستان ، 49دینی، شماره  /// پژوهش 220

 آسـیب  کـاربران  سلامت و امنیت به که شوند طراحی اي گونه به مصنوعی هوش هاي سیستم
  .کشنده هاي سلاح در خودمختار هاي سیستم از استفاده ممنوعیتنرسانند؛ براي مثال 

ü غصب نکردن، سرقت نداشتن، معامله در غش نکردن، فروشی کم( دیگران اموال حرمت 
 حقـوق  رعایـت : ت ازعبارت اس ـ مصنوعی هوش در کاربرد ):نکردن کاري کم و نکردن
 دیگـران و طراحـی   منـابع  و هـا  داده از غیرمجاز استفاده از جلوگیري و فکري مالکیت
 تقلـب  تشـخیص  ، مانندکنند می محافظت کاربران هاي دارایی از که امنیتی هاي الگوریتم

  .بانکی هاي تراکنش در
ü کنند فراهم را استرس بدون و مثبت کاربري تجربه که هایی سیستم توسعه :نرساندن آزار 

  .نمایند پرهیز کاربران براي مزاحمت ایجاد از و
ü هـایی  الگـوریتم  بعضی از مصادیق این اصل عبارتند از: ایجاد :عدالت و انصاف رعایت 

 کنند، توزیع جلوگیري خدمات ارائه در تبعیض از و داشته منصفانه هاي گیري تصمیم که
 در بشردوسـتانه  هـاي  کمک تخصیص هاي سیستم مانند مصنوعی هوش با منابع عادلانه
  .کنند می اجتناب داوري پیش از که داده بر مبتنی قضایی هاي سیستم ها و طراحی بحران

ü کـه  هایی فناوري مانند خیریه اهداف براي مصنوعی هوش توسعه ):حمایتگري( احسان 
و بخشند  بهبود را خدمات به ها آن دسترسی و کند می کمک جامعه پذیر آسیب اقشار به
  .گیر همه هاي بیماري یا قحطی بینی پیش یا
ü هـا  سیسـتم  اعتمـاد  قابـل  و صحیح عملکرد تضمین و تعهدات به پایبندي :عهد به وفاي 

  .کاربران به شده داده هاي وعده با مطابق
  هاي کلیدي در هوش مصنوعی عبارتند از: بعضی از چالش

ü عمومی امنیت در برابر خصوصی حریم مثلاً: ها ارزش تعارض.  
ü بـراي  شـده  طراحی ابزارهاي همان از غیراخلاقی استفاده امکان: فناوري از سوءاستفاده 

  .عمومی خیر
ü اصول این اجراي براي المللی بین هماهنگی به نیاز: جهانی استانداردهاي فقدان.  
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 اخلاقـیِ  پایـه  تواننـد  مـی  اند، شده تعریف انسانی روابط براي اگرچه اسلامی، اصول این
  :تا باشند مصنوعی هوش يبرا قدرتمندي

ü تضعیف را آن نه( کند دفاع انسانیت از.(  
ü دهد ترویج را همکاري سلطه، تقویت جاي به.  
ü باشد اجتماعی هاي شکاف کاهش و جهانی عدالت خدمت در. 

  
  . در ارتباط انسان و محیط4 -3

 داشـت،  در ارتباط انسان با محیط زیست اصولی که شایسته رعایت است عبارتند از: به
حیوانـات و   بـه  نرساندن حیوانات، آزار تبذیر، نکشتن و اسراف از تخریب، پرهیز از پرهیز

. کاربردها و مصادیق این اصول در هوش مصنوعی )1403و غیره  ،نور (مهدوي حمایتگري
  عبارتند از:

ü تواند شامل چند مورد باشد: توسـعه  در هوش مصنوعی می :تخریب از پرهیز و داشت به 
 ماننـد  کننـد،  مـی  کمـک  طبیعـی  منابع مدیریت بهبود به که مصنوعی وشه هاي سیستم
 زیسـت  محیط تخریب از تواند می طبیعی که بلایاي مدیریت و اقلیمی تغییرات بینی پیش

 هوا کیفیت پایش هاي کند، طراحی سیستم کمک آن بهداشت حفظ به و کرده جلوگیري
آلـودگی، توسـعه     بینـی  پـیش  ايه ـ الگوریتم و هوشمند سنسورهاي از استفاده با آب و

ها و همچنین  جنگل یا ها اقیانوس از زباله آوري جمع براي خودکار کننده پاك هاي ربات
  .آلایندگی کاهش براي صنعتی پسماندهاي مدیریت در مصنوعی استفاده هوش

ü زیست: بعضی کاربردها در هوش مصنوعی عبارتند از: طراحـی   محیط تخریب از پرهیز
 تحلیـل  بـا  غیرقـانونی  درختـان  قطـع  از جلـوگیري  براي بینی پیش هاي و توسعه مدل

 از اطمینـان  بـراي  وسـاز  سـاخت  یـا  معـدنی  هاي فعالیت بر اي، نظارت ماهواره تصاویر
 هـاي  اکوسیسـتم  بازسازي در مصنوعی هوش از محیطی و استفاده زیست قوانین رعایت
  .مرجانی احیاي نیازمند مناطق شناسایی مانند دیده آسیب
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ü در انـرژي  مصـرف  سـازي  بعضی کاربردهاي آن عبارتند از: بهینـه  :تبذیر و اسراف از پرهیز 
 کـاهش  و انـرژي  منابع اسراف کاهش به تواند می مصنوعی هوش هاي الگوریتم و داده مراکز
 از اسـتفاده  بـا  شـهرها  در انـرژي  مصـرف  سـازي  شـود، بهینـه   منجـر  محیطی زیست اثرات
تـأمین و   زنجیـره  در تقاضـا  بینـی  پـیش  بـا  غـذایی  عاتضـای  هوشمند، کـاهش  هاي شبکه

  .حسگرها و اي ماهواره هاي داده کمک با کود و آب مصرف کاهش براي 1دقیق کشاورزي
ü و نظـارت  در مصـنوعی  هـوش  از اسـتفاده : هـا  آن به نرساندن آزار و حیوانات نکشتن 

 بـه  توانـد  یم غیرقانونی، شکار از پیشگیري و شناسایی مانند وحش، حیات از حفاظت
 از اسـتفاده بـراي مثـال    .کنـد  کمـک  هـا  آن آزار از جلـوگیري  و حیوانـات  جان حفظ

 شـکار  از جلـوگیري  بـراي  تصـویر  تشـخیص  هـاي  الگـوریتم  و هوشمند هاي دوربین
 مـثلاً  انسـانی  هـاي  فعالیت با تداخل کاهش براي حیوانات مهاجرت غیرقانونی، ردیابی

 ـ بـا  ها کشتی برخورد از جلوگیري  بـا  حیـوانی  هـاي  آزمـایش  هـا و جـایگزینی   گنهن
 .پزشکی هاي پژوهش در مصنوعی هوش بر مبتنی هاي سازي شبیه

ü منابع مدیریت و پایدار کشاورزي به که مصنوعی هوش هاي فناوري توسعه :حمایتگري 
 .شـود  منجـر  زیسـتی  تنـوع  و هـا  اکوسیسـتم  از حمایت به تواند می کنند، می کمک آب

 سـیل،  ماننـد  طبیعـی  فجـایع  بـراي  زودهنگـام  هشدار هاي ستمسی سازي همچنین فعال
 مـثلاً  زیسـتی  محـیط  هـاي  داده سـپاري  جمـع  هاي ها، توسعه پلتفرم جنگل سوزي آتش

 هــاي شــهروندان و ایجــاد کمپــین توســط انقــراض معــرض در هــاي گونــه شناســایی
 تعـاملی  هـاي  گزارش تولید مثلاً محتوا تولید مصنوعی هوش از استفاده با بخشی آگاهی
  تواند به حفظ محیط زیست کمک کند. اقلیمی می تغییرات درباره

  

 نتایج مقاله

 کـارایی  از هم که است چهارچوبی نیازمند اخلاق، و فناوري تقاطع در مصنوعی هوش
 اصـول  دهـد  مـی  نشـان  حاضـر  پـژوهش . کند پشتیبانی دینی -انسانی اصول از هم و فنی

                                                                                                                                        
1. Precision Agriculture 
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 هـاي  چـالش  پاسـخگوي  تنهـا  نـه  پذیري، مسئولیت و شفافیت، عدالت، محوریت با اسلامی
  .باشد پایدار و محور انسانیت مصنوعیِ هوش ي توسعه بخش الهام تواند می بلکه است، مدرن

سازي نظام اخلاقی هوش مصنوعی مبتنـب بـر اصـول اسـلامی مـوارد زیـر        براي پیاده
  :شود پیشنهاد می

ü مصنوعی هوش مهندسان و فیلسوفان، فقها، از متشکل اخلاقی هاي کمیته تشکیل.  
ü جهانی استانداردهاي و اسلامی منابع بر مبتنی مصنوعی هوش اخلاقی منشور تدوین.  
ü فناوري گذاران سیاست و دهندگان توسعه به اسلامی اخلاقی اصول آموزش.  

 در عملـی  راهکارهـاي  بـه  دینی هاي ارزش تبدیل براي است اي اولیه گام پژوهش این
 . دیجیتال عصر
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